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Abstract 

Sampling is the technique of selection of part of an aggregate population to represent the whole population and sample obtained is expected 

to be true representative of the whole population. In this paper, we have suggested ratio estimator using Tri-mean and the expression of bias 

and mean square error of the proposed estimator is derived up to first order approximation. An empirical study has been carried out to judge 

the merit of the suggested estimator over other existing estimators practically. From the results, the proposed estimator  having mean 

square error (2692.15) and % relative efficiency is 145.8%, which shows that the efficiency of the proposed estimator is more than the 

existing estimators. 
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1. Introduction 

Estimators are important in sampling theory because they allow researchers to estimate the characteristics of population based 

on a sample of that population. The main purpose of estimation in statistics is to be able to measure the behavior of data within 

a population. Ratio estimators take advantage of the correlation between the auxiliary variable,  and the study variable, . The 

ratio estimator is a useful estimator to estimate the population mean when data on the auxiliary variable that is positively 

linked with the study variable are available. Recently, the use of supplementary information provided by auxiliary variables in 

survey sampling was extensively discussed [1-12]. For ratio estimators in sampling theory, population information of the 

auxiliary variable, such as the coefficient of variation, midrange, tri mean or the kurtosis, is often used to increase the 

efficiency of the estimation for a population mean. Among these estimators the ratio estimator and its modifications have 

widely attracted researchers throughout the world for the estimation of the mean of the study variable Kadilar and Cingi (2004, 

2006a, b) [13], Subramani, (2013) [14], Subzar et al.(2018a, b) [15, 16], Subzar et al. (2019) [16], Khare and Khare (2019) [17], Priya 

and Tailor (2019) [18], Hafeez and Shabir (2015) [24], Hafeez et al. (2020) [25] and Hafeez et al. (2023) [26]. Raja., et al., (2023) [19] 

propose new modified ratio estimator using the linear combination of Co-efficient of Kurtosis and Tri- Mean of the auxiliary 

variable. 

In this paper, we proposed some new ratio estimators using coefficient of variation, Kurtosis of auxiliary variate, Midrange, 

Tri mean and obtain mean square error (MSE) equations for all proposed estimators in Section III. We find theoretical 

conditions that make each proposed estimator more efficient than the traditional ratio estimators. In addition, we support these 

theoretical results with the aid of a numerical example.  

 

2. The existing estimators  

The classical ratio estimator for the population mean  of the variate of interest  is defined by  

 

 (1) 

where it is assumed that the population mean of the auxiliary variate  is known. Here 
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   (2) 

Where  is the number of units in the sample. 

The MSE of the classical ratio estimator is given as 

 

   (3)  

 

Where 

 ;  is the number of units in the population; 

 is the population ratio; 

  is the population variance of the auxiliary variate and 

 is the population variance of the variate of interest.  

 

When the population coefficient of variation of auxiliary variate  is known, Sisodia and Dwivedi (1981) suggested a 

modified ratio estimator for  as 

 

             (4) 

 

MSE of the above estimator is given as:  

 

MSE(           (5)  

 

where  C  denote the coefficient of variation of ,  ;  denote the correlation coefficient between  and . 

Singh and Kakran (1993) proposed ratio estimator for  as  

 

   (6) 

 

where  

 is the population coefficient of Kurtosis of auxiliary variate.  

MSE of this estimator was given as  

 

   (7) 

 

Where 

  

  
 

Upadhyaya and Singh (1999) suggested ratio estimators for  as. 

 

  (8) 

 

   (9) 

 

MSE of the two estimators were given as  

 

         (10)  
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        (11)  

 

Where 

 

ε=   

 

We authors propose two new estimators using the linear combinations of coefficient of variation and Tri-mean. 

 

  (12) 

 

MSE of the above estimator is given as 

 

  
 

where C  denote the coefficient of variation of , . 

 

TM is tri mean and  denote correlation coefficient between  and . 

 

  (13)  

 

  
 

Where  denote the coefficient of variation of ,  

 

MR is mid-range and  denote correlation coefficient between  and . 

 

3. The proposed estimators 

When  in (4) is replaced with , the proposed ratio estimator based on coefficient of variation and tri mean is obtained as  

 

  (14)  

  

MSE of this estimator can be found using Taylor series method defined as 

 

  (15) 

 

Where 

 

  

) –  

 

   
 

Where 

 

 
 

MSE of this estimator was given as follows: 
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   (16) 

 

When  in (6) is replaced with , the proposed ratio estimator is obtained as 

 

 =   (17) 

 

When Taylor series method is used for this estimator in the same way to obtain its MSE equation, we define 

 

  in (15). Therefore, 

 

  (18) 

 

Where 

. 

 

When  in (8) and (9) are replaced with , respectively, we also propose the ratio estimators as follows:  

 

 =   (19) 

 

 =   (20)  

 

Similar to (16) and (18), MSE of these two estimators were given as follows: 

 

  (21) 

 

  (22) 

 

where ,  

 

  =   (23) 

 

  =   (24) 

 

MSE of the above estimators is given by 

 

  (25) 

 

https://www.extensionjournal.com/
www.extensionjournal.com


International Journal of Agriculture Extension and Social Development https://www.extensionjournal.com 

25 www.extensionjournal.com 

  (26) 

 

Where 

 

 ,  

 

4. Efficiency comparisons  

If we compare the MSE of the proposed estimators given in Eqns. (14), (16), (19), (20), (23), (24) with the MSE of the 

traditional ratio estimator given in Eq. (3) we have the conditions 

 

  
 

  
 

   
 

.  (27)  

 

where  is the correlation coefficient between auxiliary and study variables.  

 

5. Numerical illustration  

We use the data of Sarandal (1992) given in page no. 653 and the data statistics is given as 

 
Table 1: Data statistics 

 

   

   

  TM  

  MR  

 

MSE of the traditional ratio estimator and proposed estimators can be seen in Table II.  

 
Table 2: MSE values of ratio estimators and percentage relative efficiencies 

 

Estimators MSE PRE 

 3925.16 100 

 
3598.5 109.07 

 
3180.7 123.40 

 
2861.5 137.17 

 
2910.30 134.87 

 
2720.14 144.29 

 
2692.15 145.80 

 

From table II, we understand that the most efficient estimator is . Therefore, the estimator with the linear combination of 

mid-range performs better among all the existing estimators. 

 

6. Conclusion  

We develop some ratio estimators of a finite population mean using auxiliary variable and theoretically show that the proposed 

estimators are more efficient than the traditional estimator in certain conditions. These theoretical conditions are also satisfied 

by the results of a numerical example.  
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